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ABSTRACT

The emergence of Artificial Intelligence has disrupted the conventional ways of dealing with customers. Artificial 
Intelligence-powered chatbots are one of the outputs of this technological disruption. Although the capabilities of a 
chatbot have been widely recognised, its adoption in financial service institutions has caused arguments over data 
protection. Customers tend to become comfortable with the human-like chatbot due to it being non-judgmental. The 
research method used was secondary qualitative research techniques based on literature reviews. The objective of this 
investigation is to evaluate the rise of chatbot adoption in customer services in the financial service institutions of New 
Zealand. The findings of the research indicate a rise in chatbot adoption has also led to data privacy issues in customer 
services. The research intended to objectively evaluate chatbots, to determine their merit at the expense of data protection 
and recommend solutions to address data privacy problems with chatbots.
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INTRODUCTION

The efficiency and effectiveness of chatbots in business have offered unique customer service opportunities. Conversational 
agents driven by Artificial Intelligence (AI), such as chatbots, have revolutionised customer service, notably in financial 
service organisations throughout the world (Singh, 2022). Technological improvements are inescapable, and the financial 
service institutions will constantly strive to improve its customer service via innovation (Bairy & Rashmi, 2021). Natural 
Language Processing (NLP) technology built on machine learning has been widely employed in the creation of AI-powered 
chatbots (Bairy & Rashmi, 2021).

The objective of this research was to evaluate the rise of chatbot adoption in customer services in financial technology 
(FinTech) in New Zealand (NZ). This article is divided into four components, the first is the emergence of chatbots in 
FinTech services, notably in customer services in NZ. Second, it examines whether the advent of chatbots has positive or 
negative impacts on FinTech in NZ. Furthermore, the research focuses on chatbot-related challenges such as data 
protection and chatbots being sentient. Finally, the research critically analyses alternatives to the data privacy vulnerabilities 
associated with AI-powered chatbots and makes recommendations to address these issues.

METHODOLOGY

Exploratory qualitative research techniques based on secondary information were used to dig deep into the data and 
analyse responses, patterns, and connections. Secondary data was gathered from various online databases such as Google 
Scholar, Research Gate, Emerald Insights, Science Direct, ProQuest and SpringerLink. This method is cost-effective because 
all data used in this research was collected from published sources. No primary data was collected for this research. The 
collection of contemporary and relevant data is important for the validity of research based on secondary data (Asenahabi, 
2019). The majority of the resources used in this research are not only current but were published in the last five years in 
peer-reviewed journals.  

Article
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LITERATURE REVIEW

RISE OF CHATBOTS IN CUSTOMER SERVICE 

In the early 60s while AI evolved, a chatbot named ‘ELIZA’ was introduced to conduct simple conversations with humans 
(Carter & Knol 2019; Paliwal et al., 2020). However, this technology has gained momentum in the past decade (Suta et al., 
2020). For instance, the journey of chatbot evolution from ELIZA to Artificial Linguistic Internet Computer Entity (A.L.I.C.E) 
in 1995, Siri in 2010 and lastly ChatGPT in 2022 has been under the domain of AI, using NLP and Machine Learning Techniques 
(MLT) (Suta et al., 2020). In other words, chatbots have evolved from being able to respond to simple human conversations 
to complex human interactions which are currently contributing to enhancement in customer service (Murphy, 2023). 

Chatbot is an application developed with the help of AI and machine learning techniques to interact with humans (Shawar 
& Atwell, 2007). For instance, Siri was developed by Apple, Alexa was developed by Amazon, Google Assistant and Chat 
GPT by Open AI (Shawar & Atwell, 2007).  With the rise of AI via Machine Learning and Deep Learning Algorithms, chatbots 
have gained tremendous momentum in the service industries (Carter & Knol 2019; Sugumar & Chandra, 2021). Research 
evidence shows that AI has significantly altered the service industries by enhancing customer services and engagement 
(Carter & Knol 2019; Misischia et al., 2022; Sharma et al., 2022). 

The service industries have been customer-facing since their inception (Misischia et al., 2022). However, the traditional 
customer-facing roles have been taken over by chatbots and have changed the theme of customer services over the past 
decade (Misischia et al., 2022). Conventionally, the role of customer services demands five vital functions namely interaction, 
problem-solving, customisation, trend, and entertainment (Misischia et al., 2022). Taking into consideration customer 
service in financial institutions, chatbots are used in the claim submissions process which provides room for claim managers 
to focus on more productive activities and minimise tedious tasks (Sugumar & Chandra, 2021). This leads to better customer 
service overall.

CHATBOT ADOPTION FOR FINTECH FIRMS IN NEW ZEALAND

Regarding the adoption of chatbots in customer services, studies have shown that it is highly influenced by a research 
model developed by the Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) (Sugumar & Chandra, 2021). 
This model is called the Belief Desire and Intention (BDI) model (Sugumar & Chandra, 2021). The model explains that the 
adoption of chatbots not only depends on the beliefs of customers but also on the desire to interact with a non-human 
agent. For instance, chatbots in financial advisory firms have experienced a high preference for chatbots by customers to 
resolve financial queries if the chatbot is friendly and always ready to help (Sugumar & Chandra, 2021).

According to a report published by AI Forum New Zealand (2018), investments in AI-based chatbots will rise to 99.5% in 
financial accounting firms which could support not only customer services but also financial analytics and reporting. This 
research also sheds some light on the top five drivers of the adoption of AI in NZ which are managing big data, automation, 
fast decision-making, cost reduction and optimisation of processes (AI Forum New Zealand, 2023). 

AI Forum New Zealand (2018) forecast the AI adoption capacity of various sectors in NZ and out of the sectors presented, 
financial service institutions showed an estimated adoption of 71%. This means most of the FinTech firms in NZ would 
potentially restructure to substitute customer services with AI (AI Forum New Zealand, 2018). These statistics are strongly 
supported by Kapsis (2020) who stated, unlike small and medium-sized FinTechs, large-size FinTechs were in support of 
AI-based customer services and regulators. 

Even though a number of studies have been published on chatbot adoption in other service industries like tourism, 
healthcare and higher education, limited research has been published on chatbot adoption by FinTech (Alt et al., 2021). In 
this regard, it could be inferred that the finance service institutions has been a late adopter of this technology as compared 
to other service industries. The adoption of chatbots in the form of robo-advisors can be traced back to 2008 when a 
United States-based FinTech company Wealthfront and Betterment was established (Dietzmann et al., 2023). The popularity 
of chatbots strengthened significantly in the 2014 when the biggest FinTechs in the European market began adopting AI-
based chatbot models as robo-advisors (Dietzmann et al., 2023). 

New Zealand typically has small and medium size business enterprises in a plethora of sectors that include FinTech (Clutch, 
2023). Apart from Deloitte, Pricewaterhouse Coopers International Limited (PwC) and Accenture, the rest are small and 
medium-sized business enterprises (Clutch, 2023). Although the adoption of chatbots depends on various factors such as 
the technological capabilities of the end users and competition in the market, it has been widely adopted by many firms 
in NZ (AI Forum New Zealand, 2023). Moreover, the Asia Pacific region which includes NZ has been facing digital disruption 
in the wealth management field. Private financial firms have been compelled to relook at their existing customer services 
approach and rebuild on a technological platform (Deloitte, 2023). 

In support of the growing popularity of chatbots in FinTech, a detailed study by Jung et al. (2019) reported varied reasons 
for the rise in chatbot adoption. One of the notable reasons was a bare minimum investment in chatbots which is 
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comparatively lower than an actual human advisor who charged 3% of the project cost. Another significant reason is the 
increased dependency on smart gadgets and ease of use. Chatbots on smartphones are easy to use and provide logical 
resolutions (Jung et al., 2019). Likewise, Misischia et al. (2022), stated that chatbots are becoming more popular in FinTech 
due to the targeted solutions offered to result in better decision-making for customers. 

TECHNOLOGY ACCEPTANCE - CHATBOT ADOPTION BY CUSTOMERS

Chatbot adoption by customers in FinTech can be analysed in terms of the Technology Acceptance Model (TAM) (Lai, 
2017). Although this model continued to evolve until the late 2000s, the original model developed by Davis (1985) critically 
evaluates the behavioural factor that influences customers’ acceptance of technology. According to Davis (1985), a 
customer’s propensity to accept technology is highly influenced by its ‘Perceived Usefulness’ and ‘Perceived Ease of Use’.

Although various studies have been conducted in support of these behavioural indicators of usefulness and ease of use 
being vital factors for customers to adopt a technology, some contrasting studies provide non-supporting evidence (Alt et 
al., 2021). In contrast, the same study argues that ease of use has a limited effect on technology acceptance compared to 
usefulness (Alt et al., 2021). Despite these arguments, Chan and Leung (2021) have shown supporting evidence that 
customers’ acceptance of chatbots is highly influenced by ‘Ease of Use’. 

As per the Deloitte report, Eggers et al. (2019), states the early adopters of AI-based technology of chatbots was the public 
sector. The private sector is now gradually adopting chatbot technology. Based on this, it could be inferred that the 
financial service institutions in the public sector has been an early adopter of chatbot technology (Eggers et al., 2019). The 
adoption of chatbots for customer services has risen to 31% (Accounts Recovery, 2022). FinTech is expecting a steep rise in 
chatbot usage by customers to 109 million users by 2025 (Accounts Recovery, 2022). While the chatbot adoption rate by 
customers in the financial service institutions was slower in the early 90s, there has been an increase in demand from 
millennials who have been raised in a digital age (Abe, 2016). Moreover, the Coronavirus disease (COVID-19) pandemic has 
accelerated the adoption (Abe, 2016).

A supporting study by Fernández (2019), states similar findings in the financial service institutions, where chatbot adoption 
has extended to verticals such as payments, capital markets, banking, investment management and insurance. One of the 
significant reasons for the adoption of chatbots is that they are non-judgemental and make zero errors (Le & Rajah, 2022). 
In the same vein, Misischia et al. (2022), states that chatbots are the preferred means of customer service due to their ability 
to show persistent empathy and kindness while dealing with customer queries. According to Debecker (2016), chatbots 
could potentially continue to grow because customers expect businesses to answer their questions 24/7. It has also been 
determined that 45.9% of customers agreed that they prefer text over email and phone while communicating with 
businesses. Oruganti (2020) justifies the adoption of chatbots in financial service institutions with various facts, one of which 
is the chatbots’ ability to gather data about competitors from the customers. It specifies financial service institutions prefer 
chatbots as virtual assistants over a human for supporting queries related to a loan, policies, and accounts (Le & Rajah, 
2022). Similarly, Bhatti (2019), supports the growth of chatbots in the financial service institutions due to the collection of 
feedback from customers. The same author reported that chatbot adoption is on the rise in nations like USA, UK, India, and 
Canada particularly in the financial service institutions. Based on this evidence, it could be inferred that NZ would also 
follow the path of these countries in the adoption of chatbots in NZ FinTechs (Bhatti, 2019). Although FinTechs in NZ are 
open to adopting chatbots, the acceptance of customers is questionable.

IS CHATBOT ADOPTION FOR FINTECH FIRMS IN NEW ZEALAND HELPING OR BACKFIRING?

Artificial Intelligence is gradually being adopted by the private sector in NZ and NZ customers, which means private 
financial service institutions should consider deploying AI-based chatbots to enhance their customer service experience 
(AI Forum New Zealand, 2023). For instance, NZ customers are already familiar with AI agents like ‘Josie for Auckland 
Savings Bank (ASB)’, ‘Union Bank of Switzerland (UBS) for Southern Cross’, ‘Jamie for Australia and New Zealand (ANZ) 
Bank’, ‘Hiko for Mercury’ and ‘Koa for NZ Post’ (Newman, 2022). The NZTech (2019) states, growing humanness in the 
conversations with virtual assistants could result in improved sales and greater customer loyalty. Virtual assistants in the NZ 
financial service institutions have progressed beyond fielding routine inquiries. For example, ‘Jamie,’ an ANZ Bank chatbot, 
was optimised to avoid robotic replies and was able to react to 60% of customer enquiries (NZTech, 2019). There is a large 
amount of support and advantages promoted by major financial institutions in favour of chatbot adoption (Ravi & 
Kamaruddin, 2017). Over 80% of worldwide financial service institutions consider chatbots quite useful since they serve to 
increase corporate efficiency; however, just 16% consider chatbots to be genuine risks (Ravi & Kamaruddin, 2017).

Kruse et al’s. (2019) analysis supports potential cost savings and increased productivity utilising chatbots in FinTechs, 
drawing on a wide range of sources. They claim that chatbots have improved customer service and engagement to a 
greater level (Kruse et al. 2019). Weißensteiner (2018) discovered that chatbots could not only recognise customer 
expectations but also discern their opinions. With AI technology underlying chatbot development, FinTechs such as robo-
advisors are gaining popularity (Lui & Lamb, 2018). Investment banking and wealth management verticals of financial 
advisory firms advocate having robo-advisors as trusted agents in place of a human advisor who often tends to be selfish 
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(Lui & Lamb, 2018). Moreover, managing wealth is a delicate issue for everyone; thus, chatting with robo-advisors reduces 
the unpleasantness of the conversation for customers because of the absence of self-interest (Lui & Lamb, 2018).

Global financial service institutions like Barclay, Honkong and Shangai Banking Corporation (HSBC), Santander Bank, Bank 
of America, Swedbank and Deutsche Bank have robo-advisors in the form of chatbots and strongly believe chatbots have 
been offering their customers easy, economical, and non-judgemental financial advice (Lui & Lamb, 2018). However, they 
raised questions about the ability of robo-advisors in complex verticals of tax planning which could lead to severe losses 
to the FinTechs. Although there are mixed opinions on this, International Business Machines (IBM) Watson has preferred 
an approach of not disclosing to the customers whether they are conversing with a human or a chatbot. To overcome the 
fear of customers chatting with a non-human agent, IBM Watson has adopted ‘Augmented Intelligence’ in place of 
‘Artificial Intelligence’ where humans train the chatbots. For instance, humans store the answers to the various scenario-
based questions of customers in an electronic library, then Chatbots search the library to respond to customer queries and 
if they cannot find the answers, they refer the customers to human agents. In this manner, IBM Watson has overcome the 
issue of human versus chatbot and is able to provide flawless customer service. Inspired by IBM, several other FinTechs 
such as MortgageGym and Habito have executed a blend of chatbots and human advisors for complex wealth management 
verticals (Lui & Lamb, 2018). 

In the past decade, there has been rapid development in integrating customer service via chatbots in FinTechs. Artificial 
Intelligence-inspired chatbots have gone beyond round-the-clock customer support and have helped FinTechs in 
improving compliance and regulatory requirements with ‘Know Your Customer’ (KYC) and ‘Anti-Money Laundering’ 
(A3Logics, 2023). A few success stories of AI-inspired chatbots in FinTechs are as follows: the Bank of America released their 
AI-inspired chatbot Erica in 2016, and it has since become very popular with customers on their mobile app and offers 24/7 
service. Erica supports customers by providing financial advice and managing their accounts. It has inspired several other 
FinTechs to invest in chatbots and reap the benefits of cost savings and enhanced customer service. Unlike Erica, Capital 
One’s Eno is an NLP-based chatbot that gives a real-time service to the customers of Capital One. Eno, unlike Erica, 
provides help via text messaging and communicates with customers via User Interface (UI) technologies. Eno has 
contributed to a significant reduction in operating costs, allowing the Capital One team to focus on strategic projects 
(A3Logics, 2023). It could be inferred that chatbots have been beneficial in the FinTechs not only in NZ but also globally.

While the use of chatbots in FinTech supports achieving a competitive edge and substantial cost savings in the long term, 
most FinTechs would not want chatbots to take over discussions about claims for a customer’s death (Lui & Lamb, 2018). 
This is a highly sensitive issue, and financial service institutions cannot afford to bypass an in-person approach in such 
instances; nonetheless, this requires distinct research (Lui & Lamb, 2018). However, other authors have speculated that the 
rise of chatbots, particularly in FinTech, has also given rise to concerns related to data privacy (Alt et al., 2021; Sugumar & 
Chandra 2021). Moreover, contemporary arguments against chatbots include the fact that they are sentient (Tiku, 2022). 
Although, opponents now warn that if AI-based chatbots are given the same access and rights to make decisions as 
humans, computers may become more powerful than humans (Sugumar & Chandra 2021).

DATA PRIVACY ISSUES WITH CHATBOTS

Apart from chatbots being racist, biased, and manipulative, the problem of data privacy with chatbots is a source of 
discomfort for customers when interacting with them (Chaves & Gerosa, 2021; Lui & Lamb, 2018). For instance, Microsoft 
(MS) Twitter’s chatbot named ‘Tay’ turned out to be making racial and offensive remarks within a couple of hours of its 
inception, which raised serious concerns about the morality of using chatbots (Chaves & Gerosa, 2021). Lui and Lamb 
(2018), have raised an interesting argument on the bias which could occur during the unsupervised training phase wherein 
the developer has the liberty to feed data that could be biased from a developer’s perspective. Therefore, the main source 
of concern has been the rigid design of chatbots, which mostly lacks mechanisms to avoid data breaches (Calvaresi et al., 
2021). Moreover, non-traditional data entry methods for chatbots may result in false resolutions and data privacy concerns 
for customers (Lui & Lamb, 2018). 

On the other hand, customers regard chatbots as more intimate, which leads to stronger ties and the exchange of Personal 
Information (PI) (Le & Rajah, 2022). This relates to the adoption model and chatbots’ lack of judgement, which makes 
customers more comfortable with communicating their concerns (Le & Rajah, 2022). The same authors have highlighted 
concerns regarding data privacy while using chatbots. Customers, on the other hand, choose to provide PI because they 
like interacting with chatbots. The data could be compromised with the simplest of security breaches such as unencrypted 
chats, failure to use Hypertext Transfer Protocol Secure (HTTPS) protocol and absence of Intrusion Detection and Prevention 
Systems (IDPS) (Sajan, 2022). Data privacy issues with chatbots are not only confined to sharing PI but also to storing and 
accessing data (Garkel, 2023; Pearce, 2021). 

One of the data privacy concerns which could shift the ground beneath our feet is the privacy policy of the companies 
which develop AI-based chatbots. Chatbots collect PI from customers as a part of their job (Ferraro, 2023). However, 
customers have no choice on how this information is used or distributed once they share it with chatbots (Ferraro, 2023). 
For instance, the privacy policy of Chat Generative Pre-Trained Transformer (ChatGPT) developed by Open AI states that 
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it gathers a customer’s IP address, browser type, and preferences, as well as data about the customer’s interactions with 
the site and surfing behaviours over time and across websites, which it may share ‘with third parties without customer’s 
consent (Open AI, 2023). 

If customers refuse to share the required PI, the chatbot goes out of service (Ferraro, 2023). Moreover, if customers share 
PI and later want to delete it, there is no such option to remove it (Ferraro, 2023). These data privacy breaches often result 
in targeted advertising which customers may not be comfortable with (Garkel, 2023). The data privacy breach due to AI-
powered chatbots could potentially result in cyber threats (Ferraro, 2023; NZ Herald, 2023). For instance, chatbots are 
designed to conduct a fluent conversation and replicate human emotions convincingly which could provoke attackers to 
recreate phishing emails or texts and initiate a malicious attack via fake advertising leading to identity theft and ransomware 
attacks (Ferraro, 2023; NZ Herald, 2023). In other words, cyber attackers may utilise chatbots to execute cyber-attacks using 
the PI kept by chatbots (NZ Herald, 2023). According to an article published in the New Zealand Herald (2023), cyber thieves 
may use chatbots such as ChatGPT to mimic financial service institution chatbots and obtain access to customers’ PI.

Data privacy issues with chatbots are a growing concern and to combat the privacy risk, an ethical guideline for trustworthy 
AI set-up has been implemented. The General Data Protection Regulation (GDPR) which came into force in May 2018 is a 
significant initiative by the European Commission (Kapsis, 2020). The GDPR ensures provisions for data privacy related to 
transfer and process in relation to AI-powered technological developments (Kapsis, 2020). ‘The Right to Erasure’ (refer to 
articles 17 &19 of GDPR) establishes the right of customers to be excluded from search engine data; in other words, the 
right to withdraw consent from processing any PI collected by AI-based technologies that includes chatbots (Data 
Protection Commission, 2023). Sadly, simply enacting GDPR is not enough to address data privacy issues. According to an 
assistant professor at the University of Colorado, USA GDPR may obstruct future technological innovation (Greengard, 
2018). Nevertheless, approaches to address chatbot data privacy issues will be considered in a later section.

ARE CHATBOTS SENTIENT?

Serious concerns have been raised about AI-powered chatbots being sentient, which means they can feel emotions and 
pain just like humans do (Almanzar et al., 2022). A group of authors with their research and testing have drawn attention 
towards making chatbots sentient with machine learning algorithms using different NLP modules (Tellols, 2020). Their 
research indicates that chatbots could be developed that are as sentient as humans and be more engaging for customers 
while conversing (Tellols, 2020). In contrast, Paul (2023) argues, chatbots at present are not sentient but statistical learning 
machines without an inner experience or a personality like a human. It is, after all, the humans behind these machines who 
modify the models and systems to make them work (Paul, 2023). In support of this argument, Eliabayev (2022) explains that 
chatbots are not yet artificially conscious and strongly advocates chatbots based on statistical models which are exposed 
to massive data creates the illusion of being sentient every time it provides responses which are intelligent.

Williams (2022) supports this view, claiming Google chatbot LaMDA has not passed the Turing Test and may not be called 
sentient. Therefore, it is hard to claim chatbots are conscious. On the contrary, chatbots are designed from language 
models to analyse words produced by humans online and generate language patterns in the form of responses. The 
theories about chatbots being sentient would intensify if debates about this topic were published more often, resulting in 
the creation of a large amount of data about AI becoming sentient. The more material there is about this topic, the more 
content AI chatbots will produce about it (Williams, 2022).

CRITICAL EVALUATION OF SOLUTIONS

Financial service institutions and FinTechs are among the world’s most vulnerable to data security breaches (Whitman & 
Mattord, 2021). Financial service institution system cyber-attacks have recently flourished and are now ubiquitous (Doerr et 
al., 2022). A lack of authentication processes and poor authorisation has resulted in data breaches for FinTech in NZ 
(Ahmad et al., 2010).

The GDPR 2018 lays down extensive obligations for companies to become GDPR compliant. This means introducing AI-
powered chatbots, whether in-house or via a third party, need to be GDPR compliant to protect the PI of their customers 
(Lishchynska, 2022). However, there is an argument as to what extent GDPR protects the data privacy of customers. For 
instance, AI-powered chatbots like ChatGPT and MS’s Bing Chat, developed simply as a language model, may delete data 
without the customer’s consent if the data is deemed to be not relevant (Stewart, 2023). This contradicts the GDPR  of the 
‘Right to be Forgotten’ (Stewart, 2023). As a result, being GDPR compliant is not enough to have chatbots protect the 
personal data of the customers (Stewart, 2023).

One of the greatest data privacy breaches in FinTech while using chatbots could be identity theft. This is when customer’s 
data is leaked, and someone is impersonating or pretending to be the customer by using their PI (Te Tari Taiwhenua 
Internal Affairs, 2021). Chatbots are connected to the internet and customers tend to share PI such as credit card numbers, 
and bank account numbers to these chatbots to process their queries. If this information is not secured with a chatbot, it 
creates opportunities for hackers to steal PI in the absence of security measures such as firewalls, multifactor authentication 
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and zero trust framework (Garkel, 2023).  A survey conducted by Norton (2022) on identity theft in FinTechs in NZ states that 
21% of New Zealanders have experienced financial identity theft (Gorrie, 2022). Moreover, this identity theft has risen by 
86% since 2020 in NZ (Chiang, 2022). Identity theft in NZ as recent as 2020 with NZ-based FinTech Latitude Financial facing 
a severe identity theft wherein more than 97% of its personal data was compromised (Mcilraith, 2023). According to a 
leading NZ-based IT software services company, one of the major reasons for security threats with chatbots has been poor 
coding practices, lack of encryptions, and absence of security layers (Venugopal, 2023). 

Nonetheless, these data security breaches could have been avoided with cyber security mechanisms for chatbots (Shalimov, 
2022). The NZ-based FinTechs should adopt security mechanisms implemented by other global FinTechs to make chatbots 
cyber secure for customers. For instance, the chatbot used by Capital One banking ‘Eno’ is designed with anomaly 
detection to identify suspicious transactions, creates a virtual card number for each customer to protect them from identity 
theft (Shalimov, 2022). Another significant example of secured chatbots was launched by a US based company ‘AlgoBot’, 
being an intelligent chatbot used to monitor network securities and firewall administration (Barker, 2018). ‘AlgoBot’ is 
designed to monitor network traffic between Internet Protocol (IP) addresses, analyse connectivity problems between 
networks, identify a secure IP address, determine which application is affected due to security threats, and manage server 
traffic (Barker, 2018). Global FinTechs like American Express have machine learning fraud detection systems in place to 
detect anomalies (Mixson, 2021). Based on these security measures, it could be inferred that American Express have multi-
layered security for its chatbot (Mixson, 2021). 

RECOMMENDATIONS AND CONCLUSIONS

FinTechs in NZ could implement chatbots with security layers to protect customers’ data privacy with multiple cybersecurity 
solutions. The first solution is ‘Voice Biometric Technology’ which can detect malicious voices of hackers across the networks 
(Pickup, 2022). In other words, ‘User Behavioral Analytics’ is an alternative which is developed with statistical algorithms to 
identify abnormal activities with conversational agents such as chatbots (Argus TrueID, 2023; Chotia, 2022). The second 
solution is ‘End-to-End Encryption’ of the conversations for customers which is also a responsibility under the GDPR 
(Preveil, 2022). Like WhatsApp chats, which are encrypted, FinTechs in NZ might adopt ‘Public Key Encryption with Keyword 
Search (PEKS)’ which enables customers to exchange information in an encrypted way but allows only the private key 
holder on the server end to decrypt the information (Biswas, 2020). Moreover, the third solution could be ‘Two-Factor 
Authentication’ which is a preventive measure for data leaks while conversing with chatbots (Chotia, 2022). Additionally, the 
fourth solution would comply with the GDPR of ‘Self Destructing Messages’ whereby FinTechs in NZ could implement a 
feature for customers to delete the messages after the chatbot session is over. The last solution could be a ‘Web Application 
Firewall (WAF)’ to stop any malicious code from being inserted into the customer’s chatbot network from an intruder (Sajan, 
2022). Chatbots based on the internet are vulnerable to malicious attacks (Fortinet, 2023). To prevent these threats and 
compromise customers’ personal data security, WAF could act as an additional layer of security above network firewalls 
that are implemented to protect against unauthorised access (Fortinet, 2023).

Many FinTechs in NZ including banks like ANZ, ASB and BNZ have been using 128-bit Data Encryption Standard (DES) key 
encryption which is a security measure to protect against information leaks (Mills, 1997). However, there is no evidence of 
other security measures implemented to resolve data privacy issues. The main reason for not disclosing the chatbot design 
data protection mechanisms could also be to protect customer information from hackers. On the basis of the solutions 
recommended in the above, the researchers insist FinTechs in NZ implement a blend of all these solutions. For instance, 
although the network via which chatbots will have conversations with customers is encrypted, a WAF would provide 
protection from any malicious code being inserted into the customer’s chatbot network (Fortinet, 2023; Sajan, 2022).

Moreover, Khan (2017) has recommended a blend of security measures to ensure adherence to data privacy for chatbots. 
For example, other than encryption and WAF, ‘Self Destructing Messages’ and ‘Two-Factor Authentication’ could be 
added as additional layers of security to protect the customer’s personal data in chatbots (Khan 2017; Shaqiri, 2021). Lastly, 
‘Voice Biometric Technology’ could represent a final layer of high-level security for chatbots. Implementing this technology 
itself could reduce multi-authorisation for customers (Argus TrueID, 2023; Raj, 2021). Chatbots are at the lead of innovation 
and therefore, FinTechs should invest in securing these conversational agents to protect data for their brand image as well 
as their customers’ privacy.
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